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Abstract: Research on recommendation system is now getting a lot of attention due to the rapid growth of user generated contents, especially internet review forums. Users easily share about their experiences towards some products and services on the review forums. As a result, review forums are overwhelmed with the amount of valuable information for predicting user interests. In our work, we present a method to develop a recommendation system leveraging the information mined from review forums. Our method automatically determines user interests by learning from user reviews. Furthermore, we propose the notion of "considered aspects" as the form of user interests, which serve as key information why users are interested in consuming a specific product or service. Several state-of-the-art methods, such as Latent Dirichlet Allocation (LDA), are employed to extract those "considered aspects".
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1. INTRODUCTION

An important part of our information-gathering behavior has always been to find out what other people think. With the growing availability and popularity of opinion-rich resources such as online review sites and personal blogs, new opportunities and challenges arise as people now can, and do, actively use information technologies to seek out and understand the opinions of others. The sudden eruption of activity in the area of opinion mining and sentiment analysis, which deals with the computational treatment of opinion, sentiment, and subjectivity in text, has thus occurred at least in part as a direct response to the surge of interest in new systems that deal directly with opinions as a first-class object. This survey covers techniques and approaches that promise to directly enable opinion-oriented information-seeking systems. Our focus is on methods that seek to address the new challenges raised by sentiment-aware applications, as compared to those that are already present in more traditional fact-based analysis. We include material on summarization of evaluative text and on broader issues regarding privacy, manipulation, and economic impact that the development of opinion-oriented information-access services gives rise to. To facilitate future work, a discussion of available resources, benchmark datasets, and evaluation campaigns is also provided. The process of extracting valid, previously unknown, comprehensible, and actionable information from large databases and using it to make crucial business decisions is known as Data Mining. Data mining is concerned with the analysis of data and the use of software techniques for finding hidden and unexpected patterns and relationships in sets of data. The focus of data mining is to find the information that is hidden and unexpected. Data mining can provide huge paybacks for companies who have made a significant investment in data warehousing. Although data mining is still a relatively new technology, it is already used in a number of industries. Table lists examples of applications of data mining in retail/marketing, banking, insurance, and medicine.

![Figure 1: Process of Data mining](image)

**1.1 Data Mining Techniques**

There are four main operations associated with data mining techniques which include:

- Predictive modeling
- Database segmentation
- Link analysis
- Deviation detection.

**Predictive Modeling**: It is designed on a similar pattern of the human learning experience in using observations to form
a model of the important characteristics of some task. It
corresponds to the ‘real world’. It is developed using a
supervised learning approach, which has to phases: training
and testing. Training phase is based on a large sample of
historical data called a training set, while testing involves
trying out the model on new, previously unseen data to
determine its accuracy and physical performance
characteristics. It is commonly used in customer retention
management, credit approval, cross-selling, and direct
marketing. There are two techniques associated with
predictive modeling. These are:
• Classification
• Value prediction

Database Segmentation: Segmentation is a group of
similar records that share a number of properties. The aim
of database segmentation is to partition a database into an
unknown number of segments, or clusters. This approach
uses unsupervised learning to discover homogeneous sub-
populations in a database to improve the accuracy of the
profiles. Applications of database segmentation include
customer profiling, direct marketing, and cross-selling.

Link Analysis: Link analysis aims to establish links, called
associations, between the individual record sets of records,
in a database. There are three specializations of link
analysis. These are:
• Associations discovery
• Sequential pattern discovery
• Similar time sequence discovery.

Deviation Detection: Deviation detection is a relatively
new technique in terms of commercially available data
mining tools. However, deviation detection is often a source
of true discovery because it identifies outline’s, which
express deviation from some previously known expectation
and norm. This operation can be performed using statistics
and visualization techniques. Applications of deviation
detection include fraud detection in the use of credit cards
and insurance claims, quality control, and defects tracing.

II. EXISTING SYSTEM

Most of existing ranking algorithms are based on the hit
count of number of times a link gets clicked. A Hacker can
easily increase or decrease the hit count of links, so as to
make a product popular or nothing. Some Results have
irrelevant facet of information. Only we can, summarize the
product details and retrieve the product. The embedding\(^1\)\(^4\)
system represents only the words based on their context
, which maps two neighboring words like “good” and
“bad”. Thus this existing system captures only the semantic\(^9\)
similarity of the word and not the sentence as a whole.

Example:-
1. This is a good product.
2. This is not a good product.

This time, this existing system shows both the reviews\(^3\) are
positive, because this system captures only the context of the
word “good”. The major contributions of the work presented
in this paper are as follows.
• We propose learning sentiment embedding’s\(^4\) that
encode sentiment of texts in continuous word
representation.
• We develop a number of neural networks\(^5\) with
tailoring loss functions to learn sentiment
embeddings.
• We learn sentiment embedding’s\(^1\) from tweets
with positive and negative emoticons as distant-
supervised corpora without any manual
annotations.
• We verify the effectiveness of sentiment
embedding’s by applying them to three sentiment
analysis tasks.

Empirical results show that sentiment
embedding’s outperforming context-based embedding’s on
several benchmark datasets of these tasks. We introduce the
background of word embedding’s. We then present the
methodology for learning sentiment embedding. The use of
sentiment embedding in three applications is given (word
level sentiment analysis), (sentence level sentiment
classification).

Disadvantages:
• Hacker can possibly increase or decrease the
product rank so the users cannot find whether it is a
quality product or not.
• Irrelevant facet information about product leading
to unnecessary problems.

III. PROPOSED SYSTEM

We propose rank aspects for products:” rating and review
based product rank” and also new technique for showing
only relevant facet information of the product. Rating and
Review based means that users can rate and review any
product. Products are listed based on their rating and
category so that users can easily select what they want. We
propose a system which is based on the sentiment analysis
and word embeddings. It not only captures the semantical
similarity but also favors to have the same sentiment
polarity so it will be able to separate the difference between
the words like Good and bad. Here this proposed system
captures both context and sentiment level evidences.

Benefits:
• Effectively Rank all products and provide them to
users on demand, which is usually a query.
• Facet Based on ranking methodology.
• We can assume which product is better and find out
the duplication.

Software integrity has become increasingly important in the
age of hackers and firewalls. This attributes measures a
system ability to withstand attacks (both accidental and
intentional) to its security. Attacks can be made on all three
components of software program, data, and

---

**Figure 2 Architecture**

---
documents. Threat is the probability (which can be derived or estimated from empirical evidence) that an attack of specific type occur within a specific time.

Security is the probability (which can be estimated or derived from empirical evidence) that attack on the specific type will be repelled. The generic risks such as the Product size risk, business impact risks, Customer–Related risks, Process risks, Technology risks, Development environment risks, Security risks etc. for this project are analyzed and documented by the senior staffs in the organization. This paper is developed by considering these issues and with the constant support from senior staffs in the organization.

IV. METHODOLOGY

We present the methods for learning sentiment embeddings in this section. We first describe standard context-based neural network methods for learning word embeddings. Afterwards, we introduce our extension for capturing sentiment polarity of sentences before presenting hybrid models which encode both sentiment and context level information. We then describe the integration of word level information for embedding learning.

1) Phrases learning:

It is well known that the overall meaning of phrases is not simply a composition of the meanings of their individual words. For instance, New York is a city in the United States and not a prefecture in the United Kingdom, while The New York Times is a famous daily newspaper and not a position on a clock. Based on previous observations, if we can detect those phrases and learn their word embedding by treating them as pseudo words, it may be possible to achieve a higher performance of classification. Our next observation is: given a sentence, such as I like New York, if we directly use a word embedding model to capture the features of the sentence, four word vectors, I (w1), like (w2), New (w3), and York (w4), are obtained. In contrast, if we learn phrases first, we will obtain the word vector of New York (w_3) since New York is a phrase that we view as a pseudo-word.

Thus, the representation of the example sentence is converted to \( \{w_1, w_2, w_3, w_4\} \) from \( \{w_1, w_2, w_3, w_4\} \). That is to say, using \( w_3 \) to represent New York is more significant than that of \( w_3 + w_4 \). Originated from [19], we judge whether two adjacent words are a phrase or a part of a phrase by using

\[
\text{score}(w_i, w_j) = \text{count}(w_iw_j) - \delta \text{count}(w_i) \times \text{count}(w_j),
\]

where \( w_iw_j \) refers to two adjacent words, \( \text{count}(x) \) is the number of occurrences of \( x \) in the dataset, and \( \delta \) is a parameter used to prevent too many phrases that consist of infrequently found words. The scores of two words that are then combine pseudo-words with normal words to construct word embedding.

Figure 3: An example of the proposed SEWE model. \( S_i \) is the sentimental review.

2) Sentiment-enhanced word embedding construction:

Although syntactic and semantic similarities obtained by existing word embedding algorithms are quite useful for sentiment classification, syntactic and semantic similarities are not equal to sentimental similarities. As a result, we cannot use both syntactic and semantic similarities to classify sentiments of texts. For example, two words, satisfied and disappointed, convey distinct sentiments but are similar in syntactic structure. In this work, we improve the exiting word embedding model, the continuous skip-garm, by introducing sentimental features of reviews. We call the new model sentiment-enhanced word embedding (SEWE)\(^{[18]} \). We show an example of SEWE in Figure 3. The traditional continuous skip-gram predicts surrounding words (\( d \) words before and after \( wt \) ) based on the current word \( wt \); that is, \( P(wt|wt-d:t+d) \). Our observation shows that users write reviews that include their potential opinions about products or services. With the influences of the opinions, they will choose certain words that are suitable to unconsciously express their opinions. From this observation, we extend the continuous skip-garm model to SEWE model from two aspects: given a corpus \( T \) that consists of \( n \) reviews, and each review \( Ti \) with sentiment \( Si \) contains a word sequence (\( w_1, w_2, ..., wt, ..., w_k \)), we first use a pseudo-word to represent the sentiment \( Si \) of review \( Ti \). Second, we learn both word representations for the surrounding words (\( d \) words before and after \( wt \) ) of word \( wt \), and the pseudo-word \( Si \). That is, our aim is to have \( P(wt|wt-d:t+d, Si) \). The objective of the SEWE model is to maximize the average log probability:

\[
\frac{1}{V} \sum_{i=1}^{V} \sum_{j=1}^{3} \left( \sum_{x \in \mathbb{S}} \log p(w_{i+j}|w_i) + \log p(S_i|w_i) \right)
\]

where \( V \) is the total number of words in corpus \( T \). The basic Skip-gram model uses the probability function

\[
p(w_0|w_j) = \frac{\exp(e_{w_0}^T e_{w_j})}{\sum_{w_{i=1}}^{V} \exp(e_{w_0}^T e_{w_i})}
\]

Figure 4: average log porbablity formula

3) Word embedding integration for reviews:

We then construct review embeddings for reviews, based on the word embedding of words contained in reviews. For instance, given the review, I like New York very much and I...
will gothere again, we use the pseudo-word New York to represent both New and York. After all word vectors in the review are found, according to the pre-trained word embeddings, they are sequentially linked. Considering that the length of each review is different, we limit the length to \( r \) (filled up or cut). Thus, a review is represented as \( vi, vj \in R \) where \( vi, vj \) is the \( i \)-th word in a review, \( vi, vj \) is a concatenation of \( vi, vi+1, \ldots, vj \).

4) Fine-grained sentiment classification: Convolutional neural networks\(^5\) have been applied to NLP, such as semantic parsing\(^6\) and sentence classification. The CNN model can take word sequences as input. To extract features that contain word sequences, sentimental characteristics, and syntactic and semantic similarities, we propose to combine CNN and SEWE. We extend the CNN model proposed.

V. IMPLEMENTATION

The proposed system is not word based, it analysis the complete sentence of the user to recognize the sentiment of the user. According to the sentiment, we rate the review or sentence on a scale of 0 to 65.0 indicates most negative review and 65 indicates most positive review. An e-commerce website should capture the customer’s preferences at best to recommend her well. The core area around which a recommender system is build is user profiling. Researchers and industry professionals are working in the direction of user profiling to improve the recommendations. This paper is an attempt to closely study the impact of adding implicit behavior of a user in recommendation results generation. It highlights the conceptual overview of some implicit behavior based attributes which are useful in producing quality recommendations through reordering.

In Context of Recommender system Top-N occupancy is of high importance.

MODULES

1. Owner interface.
2. User interface.

Owner interface: Administrator will be adding the product along with details. So every detail will be stored in database. Administrator can update and delete the products from the database. Admin can view the product that is brought by the customer, the review and rating he gives for a product. All these details are stored in the database. With these details we can extract the user comments and analyze the sentiment of the user and provide ratings to the products. We can develop product pricing and positioning strategies. We can translate the product strategy into detailed requirements and prototypes. Gain a deep understanding of customer experience, identify and fill product gaps and generate new ideas that grow market share, improve customer experience and drive growth. Create buy-in for the product vision both internally and with key external partners. Scope and prioritize activities based on business and customer impact. Work closely with engineering teams to deliver with quick time-to-market and optimal resources. Drive product launches including working with public relations team, executives, and other product management team members.

User interface: Users once completed their registration can access their account. Users can view the various products listed in the website and review any product they have used before. Users review plays a vital role in deciding the product’s future. Apart from that user can show the highest growing product in market, so others user can find which product is best. Selecting new products and reviewing the old, finding the right product, negotiating prices (so the store doesn’t get ripped off), ensuring the products are delivered on time. Helping to interpret reports and predicting future sales, pitching ideas to stock control Budgeting, reacting to any changes in customer demand, maintaining relationships with existing suppliers while seeking new ones getting feedback from customers are the various things dealt in the user side.

Multi attribute search: Multi Query is another word for question. In fact, outside of computing terminology, the words “query” and “question” can be used interchangeably. For example, if you need additional information from someone, you might say, "I have a query for you." In computing, queries are also used to retrieve information. However, computer queries are sent to a computer system and are processed by a software program rather than a person. We implement the same thing in our product so that the users need not query the google and instead use our application itself to query what they want exactly. On querying “I need good tablet in fever” they can view the highest rating product that is a tablet and which is rated best in the category fever.

Figure 5: Home page

Figure 6: About us page

Figure 7: Gallery
VII. CONCLUSION

- We propose a novel framework for discovering consumer opinion changing events. To detect subtle opinion changes over time, we first develop a novel fine-grained sentiment classification method by leveraging word embedding and convolutional neural networks\(^\text{(8)}\).
- We apply sentiment embedding to word-level sentiment analysis, sentence level sentiment classification, and building sentiment lexicons\(^\text{(9)}\). Experimental results show that sentiment embedding consistently outperform context-based embedding’s on several benchmark datasets of these tasks.
- The proposed approach can effectively classify fine-grained sentiments of reviews and can discover key moments that correspond to consumer opinion shifts in response to events that relate to a product or service.
- In future, the reviews can be gathered from various sites by requesting the JSON\(^\text{(3)}\) data and processing them in our application to yield better results with high accuracy about a product. We can also give users a better experience and better results when they query for a product with certain facets in mind.
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